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The heat flux incident upon the inner surface of a plasma discharge tube during a helicon plasma
discharge was estimated using an inverse method. Temperature readings were taken from the outer
surface of the tube using thermocouples, and the temperature data were interpolated over the tube
surface. A numerical inverse procedure based on the Alifanov iterative regularisation method was used
to reconstruct the heat flux on the tube inner surface as a function of space and time. In contrast to
previously-used inverse models for this application, the current model implements a thermal radiation
boundary condition to realistically model the energy exchange in the device. Additionally in these
experiments, steady-state operation was reached, and the accurate modelling of the steady-state
condition was facilitated by the thermal radiation boundary condition. The variation of heat flux with
helicon discharge power, propellant flowrate, and electromagnet current was studied, and it was found
that the waste heat flux increased with applied RF power and propellant flowrate, and decreased with
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current supplied to the electromagnets, over the range of parameter variation tested.
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1. Introduction

The Variable Specific-Impulse Magnetoplasma Rocket [1,2]
(VASIMR®) is an in-space advanced electric propulsion rocket
being developed by the Ad Astra Rocket Company (Houston, Texas,
USA). It uses strong magnetic fields to contain and direct a high-
power plasma for high-specific impulse propulsive thrust. The
plasma is created using helicon electromagnetic waves in what is
thereby known as the helicon section of the engine [3]. Following
ionisation, the plasma is heated to a high temperature by electro-
magnetic waves at the ion cyclotron resonance frequency (ICRF),
significantly increasing the azimuthal velocity of the ions [4]. A
magnetic nozzle converts the azimuthal kinetic energy of the ions
into axial kinetic energy and facilitates detachment of the plasma
from the magnetic field [5]. VASIMR® has no electrodes or grid in
contact with the plasma, allowing heating of the plasma to very
high temperatures and allowing long operational lifetime.

A gas containment tube (GCT), otherwise known as a plasma
discharge tube is used in the helicon section of VASIMR® to contain
the neutral gas prior to ionisation and to ensure physical
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separation between the neutral gas and the helicon antenna. The
helicon plasma generation process is not completely efficient and
results in a significant fraction of the input RF-energy being lost
as waste heat. This heat is deposited on the inner surface of the
GCT by cross-field particle diffusion and UV radiation [6]. Knowl-
edge of the magnitude and distribution of the waste heat load is
essential to designing a suitable thermal management system for
the device.

1.1. VASIMR® VX-CR prototype

In this paper, an investigation of the waste heat flux present on
the GCT of the VASIMR® VX-CR prototype engine was conducted at
the Ad Astra Costa Rica laboratories (Liberia, Costa Rica) [7,8]. The
VX-CR consists only of the helicon plasma generation stage of
VASIMR®, and does not contain an ICRF heating section. Instead,
the plasma generated in the helicon stage exhausts into a vacuum
chamber. A high-vacuum enclosure upstream of the vacuum
chamber, in which the helicon section hardware was located,
was constructed from ConFlat® (Agilent Technologies, Inc., Califor-
nia, USA) (CF) DN200 (10”) hardware. These hardware components
provide a high-vacuum seal between the plasma-generation sec-
tion and the ambient environment. Water lines, RF power supply,
thermocouple leads and other diagnostic sensors were connected
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Nomenclature

er error between exact and estimated temperatures
eq error between exact and estimated heat fluxes
Inag electrical current to magnet M1

j azimuthal grid node index

J objective functional

\YI gradient of objective functional

k axial grid node index

L axial length of computational domain

g propellant gas mass flowrate

n temporal node index

i outward normal to boundary of computational domain
N number of temporal nodes

N; number of grid nodes in radial direction

N; number of grid nodes in azimuthal direction
Ny number of grid nodes in axial direction

Prr RF power to helicon antenna

q heat flux

q exact heat flux function

q° initial heat flux estimate

m mean heat flux

ap peak heat flux

Aq heat flux increment

Qiot total heat load to surface A;

r radial coordinate

t time

tr final time

T temperature

To initial temperature distribution

Y measured temperature

z axial coordinate

Greek Symbols

o thermal diffusivity

B search step size

Y iteration index in inverse scheme

€ convergence criterion

f emissivity

0 azimuthal coordinate

(€] sensitivity function

y) thermal conductivity

Aj inner radial surface of computational domain
A left axial surface of computational domain
Ao outer radial surface of computational domain
Ap right axial surface of computational domain

4 direction of descent
g standard deviation

Ogp Stefan-Boltzmann constant

T backwards time variable

v solution of the adjoint problem

Q computational domain

0Q boundary of the computational domain

to the vacuum section via feedthroughs. A schematic representa-
tion of the hardware is shown in Fig. 1. Argon propellant was
injected through a metal endplate into the GCT. The GCT was made
of Type 214 fused quartz (Momentive™ Performance Materials
Inc., Quartz Business, Ohio, USA). The helicon RF antenna is located
co-axially around the GCT. The plasma flows downstream from the
GCT through a ‘choke’—a component that aids in the ionisation of
the plasma. An electromagnet, termed magnet M1, is located co-
axially with the GCT, encircling the outer surface of the cylindrical
vacuum enclosure. The vacuum section wall acts as a thermal bar-
rier between the radiated heat from the GCT outer surface and
inner surface of magnet M1. A second electromagnet, termed mag-
net M2, is located farther downstream, encircling the downstream
portion of the choke. These magnets provide the magnetic field
required to support helicon waves and also to contain the plasma,
once ionised. Both the endplate and choke were water-cooled.

1.2. Inverse problems

Inverse analyses are useful to estimate an unknown quantity
such as a boundary condition or material property, where direct
measurement of that quantity would be difficult or impossible,
or where the presence of a physical measurement device would
perturb the quantity to be measured [9].

The earliest applications of inverse problems were for the aero-
space sector. The number of applications in which inverse analysis
has been used has grown greatly in recent years, and inverse prob-
lems are now found in virtually every branch of science and engi-
neering [9]. Inverse analysis is used extensively to estimate various
different quantities in heat transfer problems: for the estimation of
boundary conditions, rates of internal heat generation (e.g.
[10,11]), and thermophysical properties (e.g. [12]). Such problems
are referred to as inverse heat transfer problems (IHTP).

In the current application plasma generated in the helicon sec-
tion of the VASIMR® VX-CR prototype causes a heat flux of

unknown magnitude and spatial distribution on the inner surface
of the GCT (surface 4;, see Fig. 2). Direct measurement of this heat
flux q(4;,t), or of the temperature on the inner surface of the GCT
would be difficult, due to the presence of the plasma and the RF
field created by the helicon antenna.

In the current application, temperature data are available
from thermocouple measurements for the outer surface of
the GCT (surface 4,, see Fig. 2). The boundary conditions at the
left and right surfaces of the tube (surfaces A, and A, see Fig. 2),
the initial condition, and the thermo-physical properties of the
GCT are also known. Reconstruction of the heat flux q(4;,t) on
the inner surface of the GCT (surface A;) using the known
thermo-physical properties, problem geometry, initial condition,
known boundary conditions for surfaces other than surface A;,
and measured temperature data Y(A,,t), is an example of an
inverse problem.

1.3. Inverse solution methods

Numerous methods have been developed to mathematically
treat inverse problems. These include Tikhonov Regularisation
[13], the Levenberg—-Marquardt method [14,15], the Beck Sequen-
tial Function Specification method [16,17], and the Alifanov itera-
tive regularisation method [18,19]. Ozisik and Orlande [9]
provide a more complete classification of the various solution
techniques.

The inverse solution method used in this work is the iterative
regularisation method of Alifanov. This technique is one of the
most universally applicable and widely used inverse solution tech-
niques. The method is computationally efficient, can yield accurate
results, does not require any a priori information about the form of
the function sought [20], and can be used for the solution of both
linear and non-linear problems [19]. Use of this technique for the
solution of 3-D boundary inverse heat conduction problems is well
documented in the literature (e.g. [21-25]). The Alifanov iterative
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Fig. 1. Schematic representation of VASIMR® VX-CR prototype engine.

Fig. 2. Schematic representation of spatial domain Q for the inverse problem
calculation. Grid divisions are schematic only, and do not represent actual locations.

regularisation method is described in Section 1.4 in the context of
this application.

1.4. Alifanov iterative regularisation method

The Alivanov method was used to estimate the heat flux on the
inner surface of the GCT using temperature measurement data
from the outer surface of the GCT. Alifanov’s solution methodology
is composed of the following different steps. The first step in the
solution methodology is to re-state the inverse problem as an
extremal statement [18]. This extremal formulation is used as an
optimisation criterion. In effect, the inverse problem is reduced
to a general optimisation problem. An arbitrarily-chosen initial
estimate of heat flux is assumed for the inner surface of the GCT.
Using this, the direct problem is solved, leading to a calculation
for the temperature field in the tube and for the tube outer surface.
The difference (error) between the calculated temperature
response for surface A, and the measured temperatures is charac-
terised by a temperature residual functional.

The estimate of the heat flux on the inner surface of the tube is
appropriately adjusted to reduce the error between the measured
and computed temperatures and thereby find a near-optimal
solution. This process is performed iteratively using gradient

descent methods. Gradient descent methods commonly used for
the Alifanov solution method include the steepest descent method
(SDM) and conjugate gradient method (CGM). In this work the
SDM is used as it is simple to implement, although faster conver-
gence can be achieved by use of the CGM.

The stability of the solution technique is achieved by stopping
the iterative optimisation process when the residual functional is
smaller than some quantity €. This method of ensuring solution
stability is referred to as iterative regularisation [26].

Calculation of an appropriate adjustment to the heat flux esti-
mate requires the creation and solution of two ancillary problems,
termed the adjoint and sensitivity problems, described later.

2. Direct problem
2.1. Computational domain

The spatial domain for this problem is that of a cylindrical con-
ducting medium, corresponding to an axial section of the GCT, of
length 100 mm, inner radius 47.5 mm, and outer radius 50.0 mm.
A cylindrical coordinate system is used. The spatial domain, illus-
trated in Fig. 2, is denoted Q(r,0,z). By convention used in this
work, plasma flow is from axial left to axial right locations, so that
Ay and A, correspond respectively to plasma flow upstream and
downstream locations. The boundary of the conducting medium
is 0Q, which for this application is given by 0Q = A; U A4) U A, U A,.

As discussed in Section 2.3, the conducting medium is assumed
to be composed of an isotropic, homogeneous solid, with proper-
ties (density, thermal conductivity, isobaric specific heat capacity)
that are independent of temperature. Furthermore, the surfaces of
the conducting medium are assumed to be diffuse grey surfaces,
and the material itself is assumed to be opaque.

2.2. Initial and boundary conditions

The temperature of surface A, is known for all times from ther-
mocouple measurements. Direct temperature measurements are
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not available from surface A;. It is assumed that at the initial time
(t = 0), the temperature at a point in the computational domain of
any radial position is equal to the measured outer surface temper-
ature at the same azimuthal and axial position. The initial temper-
ature field is denoted Ty(r, 0,2).

The temperature of the left and right surfaces, A, and A, respec-
tively, are not measured and are unknown. A homogeneous Neu-
mann (insulated) boundary condition is used for these surfaces.
Due to the low cross-sectional area of these surfaces and the low
thermal conductivity of fused quartz, the magnitude of heat flux
conducted axially through these boundary surfaces is small com-
pared to the magnitude of heat flux radiated from surface A,.

In performing an inverse heat transfer analysis for experiments
conducted on the GCT of the VASIMR® VX-50 prototype engine,
Mulcahy et al. [25] used a homogeneous Neumann (insulated)
boundary condition for the outer surface of the computational
domain. This approach is suitable where the outer surface temper-
ature is sufficiently low that radiation heat transfer is negligible.
However, at high temperatures, where radiation heat transfer
becomes significant, the approach of Mulcahy et al. becomes
insufficient.

During several of the current experiments the maximum tem-
perature of surface A, exceeded 400 °C, resulting in significant
thermal radiation heat transfer between the outer surface of the
GCT and the inner surface of the magnet thermal shield. A bound-
ary condition that models this radiation heat flux is therefore
required. In this work, the following approach is taken. The emis-
sivity of Type 214 fused quartz was assumed to be ~0.75 [27],
and the emissivity of the stainless steel thermal jacket was
assumed to be ~0.60. The temperature of the thermal jacket was
15 °C. The outer surface of the GCT has a line-of-sight only to the
thermal shield, antenna, endplate, choke, and alumina rods used
for thermocouple lead mounting. The antenna, endplate and choke
are water-cooled, and did not rise significantly above ambient tem-
perature. The electro-magnets encircling the thermal jacket were
also water-cooled. The effect of the antenna or the alumina rods
on the radiation view factors is not modelled. All surfaces visible
to A, are assumed to be at a uniform temperature equal to that
of the thermal jacket inner surface. The radiation view factor of
the surface A, to the thermal jacket and surrounding hardware is
1.0, as it is fully enclosed. Given the known temperature of the sur-
face A,, the net radiation heat flux from surface 4, may therefore
easily be calculated using standard radiation heat transfer
equations.

The GCT and thermal jacket may be modelled approximately as
two long concentric cylinders. For infinitely long concentric cylin-
ders exchanging radiation, where the facing surfaces are diffuse
grey, the net radiation heat flux from the inner cylinder (cylinder
1) to the outer cylinder (cylinder 2) is [28]:

o (Tt - T13)

q12 i
1 1-¢ T

where gy, is the Stefan-Boltzmann constant, T; and &; are the tem-
perature and emissivity of the outer surface of the inner cylinder, T,
and &, are the temperature and emissivity of the inner surface of the
outer cylinder, and r; and r, are respectively the radii of the inner
and outer cylinders. From Fourier’s law of heat conduction, the out-

ward normal temperature gradient of the inner cylinder is then
given by:

or _ ~ow(i-T3) 2
Moa(eE ()

where /; is the thermal conductivity of the inner cylinder. As the
outward normal temperature gradient of the GCT may be

(1)

calculated, the radiation heat transfer from surface A, can therefore
be modelled using a non-homogeneous Neumann boundary condi-
tion. This significantly simplifies the inverse problem form, as radi-
ation boundary conditions do not have to be derived for the adjoint
and sensitivity problems.

A similar approach was taken by Lefévre and Le Niliot who per-
formed an inverse heat transfer analysis on rectangular concrete
bars using the boundary element method (BEM) [29,30]. In their
experiments, temperature measurements were taken from the
outer surface of the bars using a thermographic camera. The outer
surface of the bars were painted with a black paint of known emis-
sivity. The radiation and convection ambient temperature were
also known. Lefévre and Le Niliot used the surface temperature
measurements to calculate the surface heat flux, using radiation
theory for the radiative component, and using a heat transfer coef-
ficient correlation for the convective component.

The boundary condition used in this work for the outer surface
of the GCT contrasts to that used by Mulcahy et al. [25], where an
insulated boundary condition was used. Due to the higher temper-
atures reached in the current experiments the radiation boundary
condition is required to realistically model the energy exchange in
the device. At the temperatures reached in the current experiments
there is a significant difference between the waste heat flux pre-
dicted with the current model and that predicted when using an
insulated boundary condition. This modification is a natural pro-
gression of model development from that of Mulcahy et al.

2.3. Material properties

The material properties are modelled as being temperature
independent. Modelling of material properties that are functions
of temperature would result in a non-linear problem, making the
inverse analysis significantly more complicated. Where the varia-
tion in material properties is small, it is reasonable to use temper-
ature-averaged property values.

The temperature of the GCT spanned from 10 °C to a maximum
of 430 °C during the current experiments. Temperature-averaged
values of thermal diffusivity and effective thermal conductivity
were calculated for this temperature range based on published
property data [31,32]. The effective thermal conductivity rather
than the true thermal conductivity was used, as radiation heat
transfer becomes an important heat transfer mechanism in trans-
lucent media above ~300 °C. The calculated temperature-averaged
thermal diffusivity was 783 x 10° m? s~1, and the temperature-
averaged effective thermal conductivity was 1.62 W m~! K~!. The
variation in thermal diffusivity and conductivity over this temper-
ature range is reasonably small.

2.4. Statement of the direct problem

Implementing the initial and boundary conditions discussed in
Section 2.2, the direct heat conduction problem may be stated as:

TR, 19T, r)+ 10°T(Q, t)+82T(Q, t)

ar? rooor o 0z
LT
= e M@ (33)
ALY ch . 0= t50 (3b)
on
—}LMZCI(AOJL Q=14 t>0 (39
on
,@%:o, Q=A,t>0 (3d)
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OT(A;,t) .
IESES =0, Q=4 £>0 (3e)

T(2,0)=To(Q), VQ t=0 (3f)

where Ty is the initial temperature distribution, 9/4ii is the deriva-
tive along the outward normal to the surface of the computational
domain 99, o is the thermal diffusivity, and q(4,,t), the net heat
flux into surface 4, is assumed to be known; q(A,,t) is calculated
from measured temperatures from surface A,.

3. Inverse problem

The quantity to be recovered is denoted q(4;,t). The measured
temperature of surface A4, is denoted Y(A,,t), which in general
contains measurement errors. The solution to the direct problem
is denoted T(,t;q), calculated using a given (estimated) value of
q(A;,t). The inverse problem can be stated as follows [20,18]: find
q(4;,t) such that:

T(Ao, t;q) ~ Y(Ao,£) for0 <t <t (4)

where t; is the final time. Due to errors in the model and measure-
ment errors, the above equation must be solved in terms of least
squares [20].

3.1. Residual functional

As described in Section 1.4, the first step in the solution meth-
odology is to re-state the inverse problem as an extremal state-
ment [18]. The extremal statement has the form of a
temperature residual functional, denoted J. The L, norm (mean-
square residual) is typically used as the measure of deviation (or
proximity) between the computed and measured temperatures
(i.e. between functions T and Y) [18]:

f*’(q"y(Ai,r»:/[ / [T7 (Ao t:q7) — Y (Ao, 1)) dQ2 dt (5)

T7 (Ao, t;q") is the computed temperature field on surface A, at iter-
ation 7 for the heat flux estimate q’(4;,t) at iteration y. The func-
tional is evaluated once in every iteration of the inverse problem,
denoted J7 (q" (A;, t)).

4. Steepest descent method for minimisation

The estimation of the sought quantity q(4;, t) is obtained by the
iterative minimisation of the residual functional over successive iter-
ations [18]. The minimisation of J(q(4;, t)) leads to a calculated tem-
perature field that closely matches the measured temperature field.

To minimise the functional J(q(4;, t)), and thus approach a solu-
tion, a discrete iterative process is used. An arbitrarily-chosen ini-
tial estimate is made of the heat flux, from which an estimate of
the temperature field in Q is calculated using the direct model.
The residual functional is then calculated to quantify the deviation
between numerically calculated and experimentally determined
temperature fields. The functional is minimised by the iterative
re-calculation of the heat flux q(;, t) based on the following itera-
tion scheme:

g (A0 t) = @' (4, 1) = FE (A0, 7=0,1,... ©

with g°(4;, t) being the initial guess of g(;, t). At each iteration the
heat flux is incremented by the quantity ¢ (A;, t), where f7 is the
search step size from iteration y toy + 1 and &’ (4, t) is the direction
of descent (search direction) at iteration . The direction of descent
is given by the gradient of the functional with respect to changes in
heat flux q(4;, t):

&A1) = V]'(q' (43, 1)) (7)

4.1. Adjoint problem

In order to use gradient methods of minimisation the functional
gradient VJ(q(4;,t)) with respect to changes in q(;, t) needs to be
calculated at every iteration. The inverse solution method of
Alifanov employs a computationally efficient method of calculating
the functional gradient, called the adjoint equation method [20].
This requires the construction and solution of what is called the
adjoint problem. The gradient of the functional is then computed
from the solution of the adjoint problem for surface A; [20,18].

Construction of the adjoint problem is described in the litera-
ture [20,18,19]. For the application described in this work, the
adjoint function y(Q,t) is the solution of the following problem:

PY(Q,t) 1ay(Q,1) lazw(g,r)+a2w(97t)

or? oo 2 ? 0z
1o .
=—s in (Q,t) (8a)
—AM:O, Q=/;, t>0 (8b)
on
—ZW:T(AO,t;q)—Y(AO,t), Q=/A,, t>0 (8c)
N (AL t) _
imos— =0, Q=4 >0 (8d)
(Ar,t) B
—AT_O, Q=4,t>0 (8e)
Y(Q, ) =0, VQ t=t (8f)

The adjoint problem has no initial condition but has a final con-
dition. A new time variable T = t; — t is introduced. This changes
the adjoint problem into the form of the direct problem, making
it solvable by the same method [18].

4.2. Sensitivity problem

At each iteration the step size ” is chosen such that it minimis-
es [’ (q7*1(4;,t)) along the direction of descent, &'

B’ = argmin [ (¢ — f'V)"), B >0 9)
B

An expression for the functional value J'*' (¢"+'(4;, t)) in the search
direction as a function of step size p’ is thus required. This is
achieved by the construction and solution of a sensitivity problem,
the solution of which yields the directional derivatives of the tem-
perature field in the direction of descent.

To construct the sensitivity problem the direct problem is writ-
ten first in terms of q and then for a perturbed heat flux (q + Aq).
The solution of the direct problem for heat flux q is T(€,t;q), and
for the perturbed heat flux the solution is T(,t; q + Aq). Subtract-
ing the resulting expressions for the direct heat problem, and
neglecting second-order terms yields the sensitivity problem in
terms of the sensitivity function ®(Q,t):

POt 100t +l 70(Q,1) N ’O(Q, 1)

ar? rooor 2 90 0z

_108y

= o in (Q,1) (10a)
,ZWZM(MU, Q=14 t>0 (10b)
4%:07 Q=M t>0 (100)
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—AM:O, Q=4,t>0 (10d)
on
00(A,t) _
2770, Q=A4,t>0 (10e)
OQ,t)=0, VQ, t=0 (10f)

The perturbation of heat flux used in the sensitivity problem is the
descent direction &7, That is, the directional derivatives ®(%Q, t; Aq)
that are calculated are the directional derivatives in the direction
of descent.

4.3. Step size

The temperature field T (Q,t;¢7*') at iteration 7y + 1 may be
approximated by using a truncated Taylor series expansion, taking
the first two terms [22]:

THNQ,tq" — fAQ) = T'(Q,t;q") — O (Q,t; Aq") (11)

Writing Eq. (11) for surface 4, and substituting into Eq. (5) yields an
expression for the functional at iteration y + 1:

T @ (46, 0))
- / / [T7(46,65q7) = B'®7 (Ao, ;AQ") = Y (4o, 0)]” dQd (12)
Jt JAe
Minimising with respect to 7, an expression for the step size

that minimises the functional value in the search direction at iter-
ation y + 1 then results:

_ I L, [0 (A0, )] [T? (Ao, t;q") — Y(Ao, t)] dA, dt

g Ji L1, [07(A0,0)] dAo dt

(13)

4.4. Stopping criterion

As iterations progress, the calculated estimate of the sought
quantity (heat flux) initially improves, but can deteriorate with
further iterations. A stopping criterion is thus required to stop
the iteration scheme at an appropriate point [18]. The discrepancy
principle has been found by many authors (e.g. [23,33,34]) to be an
appropriate stopping criterion. Iterations are stopped when the
functional value falls below the value of €:

6:// a2 d4, dt (14)
t Jao

where o is the
measurements.

In order to quantify the random component of the measure-
ment error, the thermocouple signals were digitally filtered. The
standard deviation for the thermocouple signals, based on the dif-
ference between the smoothed (filtered) and un-smoothed read-
ings, was then calculated. The calculated standard deviation for
all experiments was found to be very small.

Another source of error is introduced in the interpolation of
thermocouple readings to the finite difference grid. For this pro-
cess, the standard deviation was again calculated, based on the dif-
ference in temperature between the true thermocouple readings
and the temperatures in the finite difference grid at locations cor-
responding to the thermocouple locations. The errors introduced in
this interpolation were found to be significantly larger than the
random error in thermocouple readings. These calculated values
of standard deviation were therefore used as the basis of the
stopping criterion, according the discrepancy principle.

standard deviation of the temperature

5. Computational procedure

A flowchart depicting steps required for the solution of the
inverse problem using the Alifanov solution method is shown in
Fig. 3.

The Alifanov inverse solution method involves the solution of
three different problems that have similar forms. These are the
direct problem, the adjoint problem, and the sensitivity problem.
These problems can be configured to be solved by the same numer-
ical method. In this work, the finite difference method (FDM) with
a forward Euler time-marching scheme was used to solve the PDE
models, as this technique is simple to implement.

The number of azimuthal, axial and radial nodes to use for the
computational grid must be given some consideration. A higher
number of nodes in principle allows finer representation of spatial
variations in temperature. However, as the number of thermocou-
ple readings is finite, increasing the number of nodes only
improves the temperature estimate up to a limit. Using more spa-
tial nodes also leads to a smaller required timestep size for stability
in the explicit finite difference scheme, leading to a longer solution
time. 16 Grid divisions in the azimuthal direction, 21 in the axial
direction and 7 in the radial direction were used. For the number
of thermocouples used this number of nodes leads to only a small
error in temperature estimation compared to using an arbitrarily
high number of nodes, providing a balance between introduced
temperature error and computational time requirement.

6. Verification

A series of numerical simulations were carried out to verify the
inverse heat transfer method. The same computational domain,
boundary conditions and material properties were used for the
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the current heat flux estimate q¥
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fulfilled?
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\

Calculate the gradient of
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J

Calculate the direction of descent &7

J

Solve the sensitivity problem using &7
as the perturbation in heat flux Aq"

J

Calculate the step size B

!

Calculate the new heat
flux estimate q7*!

Fig. 3. Flowchart describing solution algorithm for the Alifanov method.
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verification studies as for the experimental studies, as described in
Sections 2.1-2.3.

Simulated transient temperature data were generated by solv-
ing the direct heat transfer problem for a known heat flux applied
to surface A;. Solution of the direct heat transfer problem yields the
exact temperature response of surface A,. Normally-distributed
artificial noise was added to the calculated temperature response
of surface A, to simulate temperature measurements containing
random measurement error. The added noise had a mean of 0 K
and a standard deviation of 5 K. These simulated temperature mea-
surements were then used as an input to the inverse model. Itera-
tive solution of the inverse model yielded an estimate of the heat
flux applied to surface A; and the temperature field in domain Q.
The true and estimated heat fluxes and temperature fields were
then compared to assess the adequacy of the inverse model.

The simulated heat flux applied to surface A; varied both spa-
tially and temporally. Two different functions were used, the first
having a ‘step’ and the second having a ‘ramp’ temporal depen-
dence of heat flux. Both simulations were run for 1200 s, with zero
applied heat flux for the first 200 s and last 200 s of each experi-
ment. A peak heat flux value of 1 x 10* W m~2 was used for both
cases. For the ‘step’ temporal variation the heat flux is given by:

020 = ()" +2() +3) (S22 (1109

for 200 < t < 1000 (15a)

q(0,z,t) =0 for t <200, t > 1000 (15b)

And for the ‘ramp’ temporal variation the heat flux is given by:

q(0,2,t) = (—2@2 + 2(%) + %) <w> (12.5(t — 200))

for 200 < t < 1000 (16a)

q(0,z,t)=0 for t < 200, t > 1000 (16b)

Here 0 is the azimuthal coordinate and z is the axial coordinate. The
value of z ranges from 0 at the upstream edge of the computational
domain, to L, the axial length of the computational domain (0.1 m).
The spatial variation of heat flux normalised to a peak heat flux of
1 W m 2 is plotted in Fig. 4. This spatial variation of heat flux is a
slightly modified version of that used by Mulcahy et al. [25].

The simulations were run until the problem reached the stop-
ping condition dictated by the discrepancy principle, based on
the standard deviation of the added temperature noise. The
functional value monotonically decreased with increasing iteration
number.

Three locations on the tube outer surface were selected for eval-
uation of the temperature and heat flux estimates: point ‘A’

QW&//
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Azimuthal Position [rad]
3
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0 /ﬁ

0 0.02 0.04 0.06 0.08 0.1
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Fig. 4. Normalised heat flux spatial distribution for inverse method verification.

0 = 0rad, z= 50 mm, point ‘B": § = /4 rad, z= 30 mm, point ‘C:
0 =m/2rad, z= 10 mm. The true temperature and the tempera-
ture calculated by solution of the inverse problem on the tube
outer surface, along with the true heat flux and heat flux calculated
by the solution of the inverse problem on the tube inner surface,
are plotted in Figs. 5 and 6.

6.1. Quantification of error

Two metrics were used to gauge how well the temperature and
heat flux estimates matched the true values. The deviation
between the exact temperature (with added noise) and the calcu-
lated temperature at every grid node on 4, is computed as:

Here T}, and Y}, are the discretised temperature from the solution
of the inverse problem and the discretised exact temperature,
respectively, for each grid node on surface A,. The subscripts j
and k are the azimuthal and axial grid node indices respectively,
and the superscript n is the index of discretised time. N,, N; and
N are the number of temporal, azimuthal and axial nodes respec-
tively, so that the product N,N;Ny is the total number of points at
which temperatures (or heat fluxes) are compared.

The deviation between the exact and the calculated heat flux
profiles at every grid node on A4; is computed as:

1 Na Ni Ny

N2
€ = N,ITJMZZZ (qfk - q}fk) (18)

n=1j=1 k=1

Here g7, and g}, are the discretised true heat flux and the discretised
estimate of heat flux from the solution of the inverse problem,
respectively, for each grid node on surface A;. An error metric of
the form of Eq. (17) would be unsuitable for the heat flux, as the
applied heat flux is zero for periods t < 200 s and t > 1000 s, which
would result in the denominator of such a metric being zero for the
corresponding discretised times.

The temperature and heat flux error metrics are calculated by
assuming that each spatial grid node on surface A, corresponds
to one ‘measurement’ location, rather than comparing tempera-
tures and heat fluxes at the actual thermocouple locations. The
error metrics er and e, therefore exclude the type of error that is
introduced with the experimental measurements due to spatial
mapping of discrete temperature measurements.

6.2. Verification results

For the verification tests the total errors in temperature and
heat flux estimates are given in Table 1. The error in temperature
estimation in both cases is small, while the error in heat flux is
non-trivial. For both cases the error in temperature estimation
are comparable. This is to be expected, as iterations are continued
until the stopping criterion—a measure of the error in temperature
estimation—is reached. The error in heat flux estimation is a limi-
tation of the inverse method, resulting from the ill-posed nature of
the problem.

The error in temperature and heat flux estimates is greatest at
times when sharp changes in heat flux magnitude occur (at 200 s
and 1000 s). For the verification tests in the current work, noise
with a relatively high standard deviation of 5K has been added.
The verification results illustrate that this inverse method can
stably solve the inverse problem for the current these boundary
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Fig. 5. The exact and estimated temperatures (left), and exact and estimated heat fluxes (right), at points ‘A’, ‘B’ and ‘C’ for the ‘step’ heat flux case.
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Fig. 6. The exact and estimated temperatures (left), and exact and estimated heat fluxes (right), at points ‘A’, ‘B’ and ‘C’ for the ‘ramp’ heat flux case.

Table 1
Error between exact and estimated temperatures (er) and error between exact and
estimated heat fluxes (e,) for different heat flux inputs.

Heat Flux Input er (%) eq (Wm™2)
Step 0.988 778
Ramp 1.133 585

Table 2
Set-points for VASIMR® VX-CR thermal experiments.

Input setting Magnet current (A) RF power (W)  Gas flowrate (mgs~!)

Low 800 800 2.77
Centre 1000 1100 -
High 1200 1400 8.31

conditions, in the presence of measurement error, with reasonable
accuracy.

7. Experimental procedure

A series of experiments were conducted on the VASIMR® VX-CR
engine in order to investigate the effects of varying the input
parameters on the magnitude and distribution of the waste heat
flux. The high heat flux from the plasma, in addition to the low
thermal conductivity of the fused quartz GCT results in the GCT
reaching high temperatures.

7.1. Variation of controllable parameters

In order to investigate the effect on waste heat flux when cer-
tain controllable parameters are varied, a design of experiments
(DOE) analysis was conducted. Three controlled parameters were
varied: the electrical current supplied to magnet M1, the injection
mass flowrate of propellant, and the RF power supplied to the hel-
icon antenna. The electrical current to magnet M2 was kept con-
stant for all experiments. Three experimental set-points were
used for the magnet current and RF power, while two set-points
were used for the gas flowrate. The experimental set-points are
given in Table 2. The DOE permutation led to 18 experiments.

7.2. Thermocouple measurements

Temperature measurements were taken at several discrete
locations on the outer surface of the GCT using thermocouples.
Thermocouples cannot be located on the inner surface of the GCT
without perturbing the plasma generation process. The thermo-
couples were bonded to the tube surface using a commercially sup-
plied, alumina-based ceramic adhesive (Cotronics Corp. (New York,
USA) Resbond™ 940HT). Capacitors were connected in parallel to
each set of thermocouple leads to reduce the RF currents induced
in the thermocouples by the RF antenna.

In total, 22 type-K thermocouples were attached to the GCT.
Three axial lines of five thermocouples each were used, azimuth-
ally spaced 27/3 rad from each other. An additional three thermo-
couples were located between the two helicon straps. Two further
thermocouples were located at each end of the GCT in the ceramic
binder between the surface of the GCT and endplate, and GCT and
choke. As the spatial density of thermocouple measurements was
greatest in the central portion of the tube, a section of the GCT only
100 mm in length was used as the computational domain for the
inverse analysis. The thermocouples attached to the central portion
of the GCT are shown schematically in Fig. 7.

The nominal sampling frequency for the thermocouples was
1 Hz. Digitization and recording of thermocouple signals was
achieved with a National Instruments (Austin, Texas, USA)
LabVIEW™ data acquisition (DAQ) system.
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Fig. 7. Schematic representation of thermocouple locations on the central portion
of GCT. Red dots represent thermocouple locations (light red dots indicate the
position of thermocouples on the obscured side of the tube). Yellow dots indicate
the locations of points ‘A’, ‘B’ and ‘C’, at which results are plotted. Another
thermocouple (not shown) is located at the same position as point ‘A’. (For
interpretation of the references to colour in this figure caption, the reader is
referred to the electronic version of this article.)

7.3. Processing of thermocouple data

The captured thermocouple signals contained sparodic periods
of noise caused by the antenna RF field. Processing of these ther-
mocouple signals was required to obtain useful input data for the
inverse heat transfer analysis. Spurious short-duration spikes in
temperature were present in several thermocouple signals. These
spikes were easily identifiable, in many cases having the duration
of a single DAQ sample, with temperature value several degrees,
or several tens of degrees, different from the preceding and follow-
ing samples. The spurious temperature values were replaced by
linear interpolation of adjacent DAQ samples. Some thermocouple
signals contained noise of significant duration that linear interpo-
lation between adjacent DAQ samples was inappropriate. For these
signals, the portion of the signal affected by noise was replaced
with an interpolating curve fit to adjacent samples.

In order to use the measured temperature data in the inverse
model the thermocouple measurements were spatially interpo-
lated and then sampled at the grid node locations of the finite dif-
ference grid.

8. Experiment heat flux results

Detailed results are presented for experiment 1. A summary of
the results of the DOE analysis is then presented.

8.1. Experiment 1 results

For experiment 1 the helicon RF power was 1100 W, the

electrical current to magnet M1 was 800A, and the argon

propellant mass flowrate was 2.77 mgs~'.
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The measured and estimated temperatures at point ‘A’ on sur-
face A,, and the heat flux estimates for points ‘A’, ‘B’ and ‘C’ on sur-
face A; are plotted in Fig. 8. The temperature estimate is poorest for
the initial 300 s of the experiment. The estimated heat fluxes at the
three points considered show a slight temporal variation.

The peak and mean heat flux as a function of time, and the cal-
culated total thermal power flow radially through surface A; as a
function of time, are plotted in Fig. 9. The temporal variation of
the peak and mean heat flux, and the total thermal power, are very
similar in character to the temporal variation of heat flux at the
three studied sample points (Fig. 8).

The calculated time-averaged spatial variation of heat flux on
the surface A; for experiment 1 is shown in Fig. 10. The heat flux
is highest near the axial centre of the tube, and lower towards each
end. The spatial gradient of heat flux in the central portion of the
tube is large, with one definite location of peak heat flux occurring.

8.2. Variation of RF power

From the DOE matrix of tests, the effect of varying the RF power
was studied. The mean heat flux calculated for each test is plotted
in Fig. 11 as a function of applied RF power. A strong variation in
mean heat flux is observed with varying RF power input. The rela-
tionship is approximately linear over the limited range of RF power
variation studied. A linear relation was also found by Mulcahy et al.
[25] between peak waste heat flux and RF power input, for exper-
iments performed on the VASIMR® VX-50 prototype engine.

As the magnet current and gas flowrate were held constant, and
the applied RF power increased, the spatial distribution and loca-
tion of peak heat flux remained broadly unchanged. This result
suggests that the RF power does not have a significant effect on
the spatial distribution of waste heat—only on the magnitude.

The maximum steady-state temperature occurring on the inner
surface of the GCT during the current experiments (calculated from
the solution of the direct heat conduction problem) is plotted in
Fig. 12 as a function of applied RF power. The maximum allowable
operating temperature of fused quartz can become a limiting factor
for increases in RF power, requiring the use of a different GCT
material such as silicon nitride to operate at higher power levels.

8.3. Variation of magnet current

The variation in mean heat flux with current to magnet M1 is
plotted in Fig. 13. It is seen that with increasing magnet current
the waste heat flux generally decreases. This decrease is slight
compared to the variation of waste heat with RF power, over the
ranges studied. The reduction in waste heat with increasing mag-
net current is expected. Higher current to the magnets creates a stron-
ger magnetic field, that results in a more magnetised less collisional
plasma, reducing heating of the GCT tube inner surface [6]. The
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Fig. 8. Measured and estimated temperatures at point ‘A’ on surface A, for experiment 1(left), and heat flux estimates for points ‘A’, ‘B’ and ‘C’ on surface A; for experiment 1

(right).



D. de Faoite et al./ International Journal of Heat and Mass Transfer 77 (2014) 564-576 573

10000

8000 W

-2

€ 6000
z W
B
2 4000
©
[
T 2000 ——5—— Ppeakheat flux W-m]
——O—— Mean heat flux [W-m™]
0
0 200 400 600 800 1000 1200

Time [s]

200
= 150
E /ﬁ
o
2
& 100
©
£
[}
S 50

Thermal Input Power [W]

0
0 200 400 600 800
Time [s]

1000 1200

Fig. 9. Peak and mean heat flux on surface A; for experiment 1 (left), and total thermal power flow radially through surface A, for experiment 1 (right).

12000
5

8 10000
s e
2 8000 -
8 3
< 6000 X
< [
£ po
E 4000 §
N

<<

2000

0.04 0.06
Axial Position [m]

Fig. 10. Calculated time-averaged heat flux on surface A; for experiment 1. Dashed
lines indicate the antenna strap locations.
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Fig. 11. Mean heat flux as a function of applied RF power, for various currents to
magnet M1 (In,g) and propellant gas flowrates (rig).

relationship between waste heat flux and magnet current is
approximately linear over the limited range of magnet current
variation studied.

8.4. Variation of propellant mass flowrate

Increasing the propellant mass flowrate from 2.77 mgs™' to
8.31mgs ' led to an increase in waste heat flux, as may be
observed in Fig. 13. This increased heat flux may be due to a
decrease in ionisation rate (ratio of ions in the plasma to the total
number of particles) at higher propellant mass flowrates. Neutral
particles can collide with ionised particles and absorb energy
through a process called charge exchange. The resulting high energy
neutral particles, which are not contained by the magnetic field,

750
| 2= B800A,
— 8- m=831x10°kg - s~
=800 A,
= — & — mg_ 61g. s
< 700 m =277x10°kg - §
[} 1 2g= 1000 A,
2 E e - 831x10°kg - s
© 9
@ | =1000 A,
a O B 277x10 kg - s
£ 9
& 650 | 0= 1200A,
—8— m = 8.31x10°kg - s~
1 2g= 1200 A,
© m = 2.77x10°kg - s™'
600
800 1000 1200 1400
RF Power [W]

Fig. 12. Peak GCT inner steady-state temperature as a function of applied RF power,
for various currents to magnet M1 (I,¢) and propellant gas flowrates (ri1g).

can impact the inner surface of the GCT, imparting energy to it
and thereby increasing the waste heat flux.

8.5. Multiple linear regression analysis

A multiple linear regression analysis was performed on the
inverse analysis results. By fitting all of the experimental data from
the DOE matrix of tests 3-parameter functions were derived for the
mean and peak heat flux as a function of the 3 controlled
parameters:

G = (6.16PRF — 1421500 + 101 x 106mg) (19)

q, = (9.171)RF — 0.881qg + 36.8 x 10° mg) (20)
Here Pgr is the RF power (W), Iim,g is the current to magnet M1 (A),
and i, is the gas mass flowrate (kg s'). Expressions of this type are
useful for the design of the thermal management system for the
helicon section, and also as an input to active cooling system control
algorithms.

8.6. Temporal variation of heat flux

For all of the experiments the magnitude of the waste heat flux
varied by only a small amount with time. This is to be expected, as
none of the controlled parameters (RF power, magnet current, gas
flowrate) were varied during each experiment. The time constant
of any changes in plasma parameters is also significantly shorter
than the thermal time-constant of the tube. For thermal modelling
purposes, it may therefore be assumed that the initiation of a
plasma shot results in a step change in waste heat flux.
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Fig. 14. Calculated time-averaged heat flux on surface A; for experiment 10
(Prr = 1400 W, Irpys = 800 A, 1i1g = 8.31 mg s~'). Dashed lines indicate the antenna
strap locations.

8.7. Spatial variation of heat flux

The cooling requirement is highest at the locations of peak heat
flux. It is therefore important to determine where the locations of
highest heat flux are, and how variable they are. The calculated
time-averaged heat flux spatial distribution for experiment 1 is
shown in Fig. 10. The spatial variation of heat flux is significant.
The heat flux is highest under the antenna, and decreases towards
each axial end. The high heat flux areas close to the helicon
antenna may result from capacitive coupling between the plasma
and antenna. For experiment 1 the location of peak heat flux
occurred at z = 65 mm, 0 = 117/8 rad. It is possible that locations
of higher heat flux exist, but that these are not observed due to the
low spatial density of thermocouple measurements.

Varying the controlled parameters did not greatly affect the spa-
tial distribution of heat flux on the inner surface of the GCT. For 16 of
the 18 experiments the location of peak heat flux occured at
60 mm <z<70mm, 0 =11n/8rad. For experiment 9 (Pgr=
1400 W, Imag = 1000 A, rh, = 8.31 mg s~!) the peak value occured
at z=40mm, 0 = 11w/8 rad. Experiment 10 (Pgr = 1400W,
Imag = 800 A, 11, = 8.31 mg s~!) was the only experiment with a sig-
nificantly different location of peak heat flux, which occurred at
z=15mm, 6 = 37w/4 rad. The spatial distribution of heat flux for
experiment 10 is shown in Fig. 14. The limited measured variation
in spatial distribution of heat flux may be in part due to the low spa-
tial resolution of temperature measurements.

8.8. Normalised heat flux profile

The spatial distribution of heat flux, normalised using mean-nor-
malisation and peak-normalisation, are plotted in Figs. 15 and 16,
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Fig. 15. Mean-normalised heat flux spatial distribution on surface A;, averaged over
all experiments. Dashed lines indicate the antenna strap locations.
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Fig. 16. Peak-normalised heat flux spatial distribution on surface 4;, averaged over
all experiments. Dashed lines indicate the antenna strap locations.

respectively. These normalised heat flux spatial distributions can
be used, along with the results of the multiple linear regression
analysis to predict the heat flux at any given combination of input
parameters.

8.9. Axial heat flux profile

The mean-normalised and peak-normalised azimuthally-aver-
aged axial heat flux profiles, averaged over all 18 experiments have
been calculated and are plotted in Fig. 17. These data are useful for
2-D (e.g. axisymmetric) thermal modelling of cooling system
designs for the VASIMR® VX-CR helicon section. These data indi-
cate clearly that the highest heat fluxes occur under the helicon
antenna.

9. Discussion and conclusions
9.1. Comparison with other experiments

The waste heat flux in the plasma discharge tube of the
VASIMR® VX-50 prototype engine was studied by Mulcahy et al.
[25]. There were various differences between the experiments of
Mulcahy et al. and the currently described experiments. The geom-
etry and hardware construction of the VX-CR and VX-50 helicon
sections are substantially different. Rather than being composed
of a discrete endplate, GCT and choke, the VX-50 used a long
GCT, which extended past the electromagnets in both the
upstream and downstream directions. For the experiments with
the VX-50 the RF input power was higher than for the VX-CR
experiments. However, due to the limitations of the cooling system
for the GCT and cryo-magnets of the VX-50 at that time, plasma
shots could only be run for 5 s durations.
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Fig. 18. Mean and peak heat flux for the VASIMR® VX-CR from the current work,
and for the VASIMR® VX-50 from Mulcahy et al. [25].

Mulcahy et al. studied the total heat flux on the VX-50 GCT as a
function of controlled parameters. The parameters varied were the
applied RF power to the helicon antenna (5.8 kW to 16.2 kW), pro-
pellant flowrate, and electrical current to the magnets. The study
found that both the total heat load and the peak heat flux on the
inner surface of the GCT varied approximately linearly with
applied RF power, with the current to the magnets and the gas
flowrate being held constant. This result was confirmed by the cur-
rent work over the range of studied RF power variation.

For the VX-50, the waste heat load was ~39.5% of the input RF
power. For the current experiments, the average heat load was
16.2% of the applied RF power, which is significantly lower. How-
ever, as the length of the VX-50 tube section studied
(L =300 mm) was significantly greater than that of the tube sec-
tion studied in the current work (L = 100 mm), it is not possible
to directly compare the fraction of input RF power converted to
waste heat. Rather, a comparison of the heat fluxes is more
appropriate.

The mean and peak heat flux for each experiment of the current
study, and each of the experiments of Mulcahy et al., are plotted in
Fig. 18 as a function of RF power input. A linear regression fit to the
data for the VX-50, assuming zero intercept (as the heat flux is nec-
essarily zero when the power input is zero), yields the functions
Gm = (448 m2)Pge and q, = (7.26 m2)Pge. Here q,, and g, are
the mean and peak heat flux, respectively. The results of the cur-
rent study are broadly comparable, yielding the functions
G = (5.41 m~2)Pge and g, = (8.58 m~2?)Pg. Given the small range
over which the RF power was varied in the current experiments,
the regression fits to these data must be treated cautiously.

However, they do support the conclusions of Mulcahy et al. that
the peak heat flux varies linearly with applied RF power over the
studied range of RF power variation.

9.2. Conclusions

The Alifanov iterative regularisation method using a radiation
boundary condition, has been shown to successfully recover the
net heat flux on the inner surface of a plasma discharge tube.

Thermal steady-state conditions were reached during these
experiments. The thermal radiation boundary condition used in
this work facilitates the accurate estimation of the heat flux to
steady-state conditions, as the method is applicable to high
temperatures.

The peak heat flux and total waste heat load from the VASIMR®
helicon section scale approximately linearly with RF power, over
the range of power inputs tested. The RF input power does not sig-
nificantly affect the spatial distribution of waste heat flux; only the
magnitude of heat flux. The ratio of waste heat flux to applied RF
power for the VASIMR® VX-CR engine was found to be broadly
similar to that reported by Mulcahy et al. [25] for the VASIMR®
VX-50 engine. The spatial distribution of waste heat flux on the
inner surface of the GCT was found to be non-uniform. The heat
flux is higher in the area directly under the helicon antenna than
farther upstream or downstream.

An overall peak heat flux of 14.3 x 10> W m~2 was calculated
for an RF power input of 1400 W. Construction of a cooling system
for the helicon section to operate at higher RF power and heat flux
levels presents a non-trivial challenge, given that only electrically
insulating materials may be used near the helicon antenna.
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